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Part A

Answer any five questions.
Each question carries 1 weight,

1. If V(F) is a vector space prove :
{a) ov=0forveV.
(b} av=bv=a=b where veV, a, beF.
2. Proveor disprove :
(&) Union of two subspaces of a vector spnneisnlsuamﬁpm.

(b) Intersection of two subspaces of a vector space is also a subspace.
3. Define the dusal space and obtain its dimension.

4, IfT iga linear transformation on a vector space satisfying T _mil= 0, prove T isinvertible.

5. Give example for commutative ring and non-commutative rings. Prove your assertions,
6. Let k be a commutative ring with identity and let A and B be m x n matrics over k. Prove
det (AB) = (det A) (det B).
7. Explain invariant direct sum and invariant subspace with example,
8. Let "." be two-dimensional over the field F, of all real numbers, with a basis v;,v;. Find the
characteristic roots of T given by T(v)=v; +vp and T(vg)=v;, —vs.
(6x1=5)
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Part B

Answer any five guestions,
Each guestion carries 2 weight.

. Find the co-ordinates of the vector (2,1, — 6) of R® relative to the basis (1,1, 2) (3,~1,0)(2,0,-1).

The linear transformations T,,T,,Ty are givem by T (xyz)=(x+y+zx+y)
Ty (% y.2)= (2x+z,x+y)and Ty (2, 5.2)=(2y x).

Prove that T, Ty, Ty are linearly independent.

List the properties of the transpose of a linear transformation and prove two of them.

Define isomorphism. Show T:Vo(R)— V3(R) given by T (a, b)=(b, @) is an isomorphism.

Let K be a commutative ring with identity. Show that the deterrmmant function on 2 x 2 matrics A
over K is alternating and 2-linear as fanction of columns of A
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Let T be the linear operator on RZ, the matrix of which in the standard ordered basis is [

Find all subspace of B2 that arc invariant under T.

Obtain equivalent conditions for j, to be a characteristic value of a linear operator T defined on
the finite dimensional-vector space.

Obtain necessary and sufficient condition for a linear operator on a finite dimensional vector space
to be singular.

(5=2=10)
Part C

Answer any three gusasiions,
Each question carries 5 weight,

., (a) If @,B,y are linearly independent show that ca+Ba—-f}, o-20+y are also linearly

independent.

(b) Let F be a ficld of real numbers and V be the set of all sequences (&, @z, .. p...), o;€F

where equality, additional and scalar multiplication are defined component-wise. Verify that

V is a Vector space over F. Further, show that W =‘{(EI1. By siies gy ieens) € 1.7 lim a, = n} isa
n-—%w@

subspace of V.
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(a) Find the subspace annihilated by the following functional x* :

f 2y, 29, xg, 24 ) =2y + 2 + 223 + 34
g[xlixﬂrxalxé]=252 + Xy
h(x, 2o, x5, 2y ) =— 22y — dag + 3x,

(b) Let T:V — Whbe linear where V and W are vector space over F. Show that ;
(i) The range (T%) is the annihilator of the null space of T.
(ii) Rank (T = Rank T.

{a) 1fB={(1,-1,3)(0,2,-1)(0,3,~- 2}} be a basis for V3 (R} find its dual basis B*,
(b) Find the matrix of a linear transformation T on Vy (R) defined as :

T (g, b, c) =(2b + ¢, @ — 4b, 3¢) with respeet Lo the ordered basis {(1,1,1,) (1, 1,0) (1,0, 0)].

State and prove the properties of determinants.
(a) Differentiate between simultaneous triangulation and simultaneous diagonalisation with
examples. '
{b) Explain annihilatory poiynomial and characteristic polynomial.
State and prove Cayley-Hamilton theorem for linear operators.
Fxb=15




