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Part A

Answer any five guestions.
Eaeh guestion los weight L

1. Show that the vectors oy =(1,0,—-1), as=(1,2,1) and ag =(0,-3, 2) forms a basis for R*.

2. Find three vectors in R® which are linearly dependent and are such that any two of them arc
linearly independent.

3. LetF bea field and lot T be a linear operator.on F2 defined by T (%, x5 ) = (2 +%s, 2 ). Find T L.
'
4. Let B={oj, as,03] be the basis for C? defined by oy =(L 0,- 1), ap =(1 11) and og =(2 2.0).
Find the dual basis of B.

6. LetD be a2-linear function with the property that D(A)}=0 for all 2 x 2 matrices A over K having
equal rows. Show that D is alternating.

6. Let K be a commutative ring with identity and let n be a positive integer. Show that there exists
atleast one determinant function on K"*",

7. Let V be an n-dimensional vector space over F. Find the characteristic polynomials of the identity
operator and zero operator.

B. Find an invertible real matrix P such that P AP and -lgp are both diagonals, were

oy ool

(5x1=05)
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Part B

Angwer any live guestions,
Each question hos weight 2

Let W be the set of all (x;, x5, x5, 54, 25} 0 R® which satisfy

4
2% — xa = Xy — 2y =10

4
Xy + EIEI_IE:U'

Ox; —  3x, +6x; —3xy — Iz =0,

Find a finite set of vectors which spans W,

Let T be a linear transformation from V into W, Show that T is non-gingular il and only il T carries
each linearly independent subset of ¥V onto a lincarly indopendent subset of W.

Let W, and W, be subspaces of a finite dimensional vector space. Show that W, = W, if and only
ir w,° =w.’,
¥

1 =1
Let 02 *2 be the complex vector space of 2 » 2 matrices with complex entries. Let B= { 1 J

and let T be the linear operator on C**2 defined by T (A) = BA. What is the rank of T. Can you
describe T2

Let K be a commutative ring with identify and let A and B n % n matrices. Prove that
det (AB)=(det A) (det B).

Tind a 3 x 3 matrix for which the minimal polynomial is x*.

Let V be a finite dimensional vector space and let W,, W, ... W, be subspaces of V such that

V=W, +..+ W, and dim V=dim W, +.. + dim W,. Provethat V=W, ®+ . ® W, .

Let T be a linear operator on an i dimensional vector space V. Show that the characteristic and

minimal polynomials for T have the same roots, except for multiplication.

(6 x2=10)
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Fart O

Answer any three grirstions.
Each question has weight 5.

ia) Let R be a non-zero row reduced echelon matriz, Prove that the non-zero vectors of R form a
basis for the Tow space of R

(k) Prove that the space of all m x 1 malrices over the fisld F has dimension mn, by exhibiting a
basis for this space.

(a) Let V be a fimite - dimensional vector space over the field F and lel W be s subspace of V.
Show that dim W+ dim W" =dim V.

(b) Let oy =(L0,-12) and 0y =(2, 3,1,1) and let W be the subspace of R spanned by a; and v,

which linear funetionals £ f (. %2, %3, %¢ ) = 1% +0axy + 0%y | c4%4 are in the annihilator
of W,

Let V be an n-dimensional vector space over the ficld F and let W be an m-dimensional vector
space over F. Show that the space L (V, W) is finite dimensional and has dimension ma.

(a) Let A be an 7« r matrix over K. Prove that A is invertible over K if and only i det A is

inw cover K, and A™ =(det A} adj
invertibl K and A™! =(det A)™ adj A

{h} We Cramer'a rule to solve the following aystem of linsar equations over the field of rational

numbers.
x+ y+z=11
Zx—6By—2=0

x4y +2:=0,
{a) LetV be a finite dimensional vector space over the field F and let T be a linear operator on V.

Show that T is triangulable if and only if the minimal polynomial for T is a product of linear
polynomials over F,

(b} If U is the linear operator on C?, the matrix of which in the standard ardered basis is

1. =3
A 2[2 21|- Show that U has 1 dimensional invariant subspaces.

Tourn over
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22, {a) LetV be a finite dimensional vector space over the field F and let T be a linear operator on V
prove that T is diagonalizable if and only if the minimal polynomial for T has the form

p={x—ey)..(x—ey), where t1,¢2__ ¢ are distinct elements of F.

(b) Show that every matrix A such that A® = A is similar to a diagonal matrix.

TE x 5 = 15}




